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Motivation

➢ The aim of this project is to use 
Machine Learning techniques 
for the purpose of classification 
of signal and background 
events of resonance particle 
K*0 and improve the 
significance of the signal as 
compared to traditional 
approach.

Fig: Large combinatorial background (left), 

signal is rarely visible
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Reference: B.Abelev et al, ALICE 
Collaboration: Phys. Rev. C 91 (2015) 024609



Machine Learning
➢ Machine Learning(ML) is a field of Artificial Intelligence(AI) that uses statistical
techniques to provide computer systems the ability to ``learn” from data, without being explicitly 
programmed.

Classification 
Problem

Identifying 
data point Belongs to 

which class?

y=0 
(background)

OR
y=1 (signal)

ML algorithm

Supervised Machine Learning: 
Data is labelled.

Features: n number of 
discriminating variables 
defines the data point x

Classifier: hθ(x)
θ denotes ``weights” of 
the classifier.
hθ(x) =0 or 1 

19-11-2018 3



The Machine Learning process

Training Testing Application

Training
→The classifier uses 
data points x and learns 
about the features 

→Classifier learns the 
data in the form of 
weights θ 

→Uses the label y=0 or 
1 for the data point x

Testing
→The classifier makes 
predictions on untrained 
data points x

→Compare the classifier 
predicted output hθ(x)
with the actual label y of 
the data x

→Does not use the labels 
y=0 or 1 for the data 
point x while testing.

Application →The classifier makes 
predictions on new 
unknown data points x

→Predictions are made 
using the weights θ 
which the classifier 
learned during training

→Labels y=0 or 1 are 
not known. Classifier 
predicts it.
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Toolkit For Multivariate Analysis (TMVA)

• TMVA provides a framework for multivariate analysis (ML classification 
algorithms) implemented in ROOT

• We have used Boosted Decision Tree(BDT) as our ML classification 
algorithm.
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Why we need Multivariate Analysis? : Better separation



Decision Trees
• A decision tree(DT) is a tree-like structure that uses a branching method 

to illustrate possible outcome of a decision.
• An event is either classified as signal or background by either passing or 

not passing a condition (cut) on a specific node until a decision is made. 
• A sequence of binary splits using the discriminating variables(features) xi 

is applied to the data. 
• The split is such that we get the best separation between signal and 

background.

Boosting

• Boosted Decision Trees (BDT) is a prediction model which uses an ensemble of ``weak
classifiers” (decision trees). 
• It is a model designed to make fewer and fewer mistakes as more trees are added to it.
• BDT is an algorithm which combines forests of DTs, each weighted according to their 

importance.
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Data Set 

Reconstructed Monte Carlo Data

We have used pp collisions data at 𝑠=  7 TeV from ALICE detector at LHC

System: p+p
Period: LHC10f6a
Event generator: PYTHIA 
Events: ~10M

System: p+p
Period: LHC10d
Events: ~10M

Event Selection: |Vz| < 10 cm.

Track Selection: ITS-TPC 2010 cuts

Reference: B. Abelev et al ALICE Collaboration: Eur. Phys. J. C72 (2012) 2183



Preparation of data for training, testing and application

→Signal candidates are formed by 𝐾+ and 𝜋− pairs which are decayed 
from 𝐾∗0. Generated level MC PID is used to select true 𝐾+ and 𝜋−

→Background candidates are formed by same sign 𝐾 and 𝜋 like pairs 
which are selected by using energy loss information in TPC detector.

→Unlike pairs are all combinations of 𝐾+ and 𝜋− pairs which 
constitutes signal plus background events.
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Input features: MC (PYTHIA)

0<pT(mother)<0.8 GeV/c



Correlation coefficient percentage
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Input features used for training phase
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Selected features have less correlation with invariant mass
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Invariant mass distribution: MC (PYTHIA)

ML 
approach
with BDT 

Traditional 
approach

Signal is
more visible!



Comparison of signal obtained by Monte-Carlo

Method 𝝌𝟐/ndf 𝑺 𝑺 + 𝑩 S/ 𝑺 + 𝑩 Input Yield

Machine
Learning

42.96/40 30931.6
0.92

= 33621.3

906953 32.48 34253

Traditional
Approach

62.19/40 30115 1355500 25.87 34253

Extraction yield, significance and 𝜒2/ndf of the fit suggests a better extraction 
of signal by using Machine Learning via BDT for MC data. 
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Input Features: ALICE data
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0<pT(mother)<0.8 GeV/c
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Invariant mass distribution: ALICE data

ML 
approach
with BDT 

Traditional 
approach

Signal is
more visible!



Comparison of signal obtained from ALICE data

Extraction yield, significance and 𝜒2/ndf of the fit suggests a better extraction 
of signal by using Machine Learning via BDT for real data too. 
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Outlook
• In future, we will extend this analysis for resonances which undergo 

3-body decay.

• We will implement this analysis on Pb-Pb nuclear collisions data

• Machine Learning can also be applied to extract signal from rare 
resonances such as K*(1410), K*(1680) and Ξ(1820).

Summary
In this analysis, we have extracted K*0 signal by two methods 
1)Traditional invariant mass technique 2)ML classification by BDT

In both cases of Monte-Carlo and real data, we obtained a better 
significance by machine learning method as compared to the 
traditional method.
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Backup
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Correlation coefficient percentage
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Input features used for training phase.
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Selected features have less correlation with invariant mass



DT algorithm

• An event is either classified as signal or background by either 
passing or not passing a condition (cut) on a specific node until 
a decision is made.

• In order to determine these conditions(cuts) , the decision tree 
is grown starting from the root node.

Where to stop ? Stop the splitting when we reach maximum tree depth 

or we have exhausted all our features!

Class of a leaf : If purity(S/S+B) > 0.5 then signal, otherwise 

background.
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How do I select which feature I take first?

Gini Index : Define as p2 + q2 (at a given node) 

• p: fraction of positive (signal) events
• q=1-p : fraction of negative (background) events 

Weighted Gini Split:
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Select this one first!
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